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INVENTION SUBMISSION FORM

I.
The assigned “P number” is SC-08-0009-ISF
(The “P” Number will be assigned once this form is received by the NVIDIA Patent Department. All subsequent correspondence regarding this invention must have this “P” number included in the subject line).

Please return the electronic version as well as the signed hardcopy to Brenda Gray. Alternatively, you can send them to T. Rao Coca or Rich Domingo in the Patent Department. 
II.
 Indicate the class that best describes the Invention:  10 (Parallel architecture/programming) 

(Please look up the class from the NVDIA Patent Classification System, available on NVIDIA Legal website, and select the most appropriate class number to which the invention belongs) 

III.
  Please answer the following questions:

1.  Summary title of the invention (50 characters):

A framework for executing GPU accelerated code on multi-core architectures.
2.  List the names of all the inventors, and indicate the lead inventor:

Bas Aarts
Vinod Grover

Jayant Kolhe

Mike Murphy

John Pormann

Douglas Saylor

Indicate to which group the Lead Inventor or the majority of inventors report by checking below:
(  ) MCP (  ) GPU   ( X ) Software    (   ) Operations     (  ) Handheld     (  ) Research    (  ) VLSI  (  ) Other
3.  Describe the invention in detail, including the advantages of the invention over the prior art. Alternatively, attach any supplementary documentation (e.g., white papers) that describes the invention:

The invention describes a framework to compile and execute source code that was originally written to run on a GPU. The source language used to write GPU accelerated code is described in P002662. The proposed compilation framework to target multi-core architectures is similar to the one described in P002662. The difference is that the GPU accelerated part of the code is compiled to target a multi-core architecture.
The programming model that is dictated by the source language has an implicit assumption of a SIMD architecture in which many executions of the same code execute in parallel. In order to execute the code on a multi-core architecture, the compiler framework makes the implicit programming model explicit by performing a transformation referred to as thread unrolling. Thread Unrolling is a technique that inserts loops around code in such a way that all instances of the original code are executed sequentially in the transformed code. This is done in such a way that each instance is appropriately instantiated with a context that matches the one implied by the programming model in the original source code.
The source language is equipped with a synchronization primitive, used to synchronize all threads within a thread block. This synchronization primitive acts as a barrier and the thread unrolling preserves this semantic by breaking the inserted loop around these primitives. In order to properly support this primitive with the thread unrolling technique, all local objects that are kept alive across this primitive are vectorized, such that each instance of these objects have a unique location to hold a value.

With this framework, it is possible to get good performance out of an application that was originally targeted for GPU acceleration, without the requirement of changing the application.

4.  Identify any related prior art, listing all related NVIDIA Inventions by “P” number:

P002662: C/C++ Language Extensions for General-Purpose Graphics Processing Unit.
No further prior art is known.

5.  Is the invention related to a technology that is in compliance to the specification of any standard(s) body (e.g., OpenGL)?  If yes, identify the Standard and the Standard Body:

No.
6.  Identify the approximate date the invention was conceived and documented with engineering drawings or descriptions:

The invention was conceived in August 2007.
It has since been documented in two separate Wiki pages:

https://nvcompute/index.php/Device_Emulation_Benchmarking#Appendix:_Alternate_Code_Transforms
https://engwiki/index.php/Compiler_and_OCG/Compute_Compiler/Cuda_CPU
7.  Identify the approximate date the invention was reduced to practice (e.g., working prototype or final product fabricated/constructed):

The idea has not been reduced to practice. We are currently working on a prototype.
8.  List all NVIDIA product(s) in which the invention is, or will be, incorporated:

The idea is currently not incorporated in any product. It is to be incorporated in future releases of the CUDA software stack.

9.  Identify all planned public disclosures (without NDAs) or offers for sale of this invention or of any product(s) that incorporate this invention:

No public disclosures are planned.
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